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Abstract—Since its introduction in the early 1990s, the Iterative Closest Point (ICP) algorithm has become one of the most well-known methods for geometric alignment of 3D models. Given two roughly aligned shapes represented by two point sets, the algorithm iteratively establishes point correspondences given the current alignment of the data and computes a rigid transformation accordingly. From a statistical point of view, however, it implicitly assumes that the points are observed with isotropic Gaussian noise. In this paper, we show that this assumption may lead to errors and generalize the ICP such that it can account for anisotropic and inhomogenous localization errors. We 1) provide a formal description of the algorithm, 2) extend it to registration of partially overlapping surfaces, 3) prove its convergence, 4) derive the required covariance matrices for a set of selected applications, and 5) present means for optimizing the runtime. An evaluation on publicly available surface meshes as well as on a set of meshes extracted from medical imaging data shows a dramatic increase in accuracy compared to the original ICP, especially in the case of partial surface registration.

As point-based surface registration is a central component in various applications, the potential impact of the proposed method is high.

Index Terms—Registration, surface algorithms, ICP, point-based registration, anisotropic weighting.

1 INTRODUCTION

Registering 3D models is an important task in a variety of fields, including biometrics [1], 3D model construction from multiple range images [2], intra-interventional registration in computer-assisted medical applications [3], and quality assurance in manufacturing [4]. While many different methods have been proposed for finding a rough alignment of the data [5], the Iterative Closest Point (ICP) algorithm [6] is probably the most widely used method for fine geometric alignment of 3D models. The general idea behind it was introduced in the early 1990s almost simultaneously by several authors [6], [7], but the variant proposed by Besl and McKay [6] is the most frequently cited one. It is generically applicable to any two objects represented by point clouds and can be proven to converge to an at least local minimum with respect to a mean-square distance metric. Given two roughly aligned shapes represented by two point sets, the algorithm iteratively 1) establishes point correspondences given the current alignment of the data, and 2) computes a rigid transformation accordingly. From a statistical point of view, however, it implicitly assumes that the points are observed with zero mean, identical, and isotropic Gaussian noise. In the context of surface registration, this implies that corresponding points should correspond to the same physical location, as illustrated in Fig. 1. This will, however, generally not be the case, e.g., because of differences in mesh resolution. Furthermore, point localization errors may be highly anisotropic. Laser range scanners or Time-of-Flight (ToF) cameras [8], for instance, typically have a much higher localization uncertainty in the viewing direction of the camera, which may lead to errors when establishing point correspondences, as shown in Fig. 2a.

Although various ICP variants have been proposed in the literature (cf., Section 2), the issue of anisotropic localization errors has so far been given very little attention. This may be due to the fact that all known closed-form solutions for registering two point sets with known correspondences implicitly assume isotropic noise, as stated by Balachandran and Fitzpatrick [9]. The closest work to ours was proposed by Estépar et al. [10], who proposed a variant of the ICP that incorporates covariance matrices for all points to be registered upon finding the optimal rigid transformation for a set of corresponding points. It is based on a method proposed by Ohta and Kanatani [11] for optimal rotation estimation from two sets of points in the presence of anisotropic inhomogenous noise. However, the standard closest point operator based on the euclidean distance is applied for establishing the point correspondences. As a consequence of this, an increase of the corresponding cost function may occur, and the algorithm is not guaranteed to terminate.
In this paper, we present the first variant of the ICP that accounts for anisotropic localization uncertainty in both input point sets as well as in both steps of the algorithm and prove that the associated cost function decreases in every iteration. The localization error associated with a point is integrated into the algorithm via a covariance matrix representing a zero-mean Gaussian distribution. Depending on the application, the latter can be defined by the user or derived directly from the data. We will refer to this generalized ICP variant as anisotropic ICP (A-ICP).

A preliminary version of this work was presented at the SPIE Medical Imaging Symposium [12]. However, the paper has been extended significantly, and all experiments are new. Major extensions include:

1. A detailed description of the A-ICP algorithm including a method for making its fiducial registration error (FRE) comparable to the FRE of the ICP by Besl and McKay [6].
2. A derivation of the required covariance matrices for a set of selected applications.
3. A variant of the algorithm for registration of partially overlapping surfaces.
4. Means for runtime optimization.
5. New experiments with (partially) publicly available data sets.

The remaining part of this paper is structured as follows: Section 2 gives an overview of the ICP variants published so far. Section 3 describes our algorithm in detail, including a variant that can be applied to partially overlapping surfaces. As a reasonable choice of covariance matrices is crucial to the performance of the algorithm, Section 4 presents two representative detailed examples for deriving covariance matrices for selected applications. Finally, Section 5 describes the experiments we performed to assess the performance of our algorithm, while Section 6 concludes with a discussion of this paper in the context of related work.

2 RELATED WORK

According to Rusinkiewicz and Levoy [13], the ICP algorithm was introduced in parallel work by Besl and McKay [6] and Chen and Medioni [7]. While Chen and Medioni [7] considered the more specific problem of aligning range data, the paper by Besl and McKay [6] directly addresses the registration of 3D shapes represented by point clouds and is the most frequently cited ICP paper. The described algorithm has the important property of being provably convergent with respect to a least-square distance metric and is typically regarded as the reference/original/basis/standard ICP algorithm. In a review paper, Rusinkiewicz and Levoy [13] classified the proposed variants of the algorithm as affecting one of the six subtasks:

1. Selection (i.e., choosing subsets of $X$ and $Y$).
2. Matching.
3. Weighting (correspondences).
4. Outlier removal.
5. Error metric.
6. Minimization (of the error).

Below, we provide a brief review of the proposed variants, focusing on those stages that we modified, namely, matching, error metric, and minimization.

2.1 Selection

Choosing subsets of the input point sets provided is usually performed with the purpose of speeding up the algorithm and/or removing outliers. Methods proposed in this context include uniform subsampling [14], random subsampling [15], selection based on intensity or color information [16], and selection of points such that the distribution of normals is as large as possible (normal-space sampling) [13].

2.2 Matching Points

In the original ICP algorithm by Besl and McKay [6], the euclidean distance was used as the distance metric for establishing point correspondences. Since then, a lot of variants have been proposed which include additional properties such as color [17], invariant features [18], [19], or surface normals [20] in the distance metric. The application of fuzzy correspondences was investigated repeatedly, among others in an expectation maximization (EM) variant of the ICP introduced by Granger et al. [21]. A technique referred to as normal shooting [7] determines the corresponding point to a point $\vec{p}$ on a range image’s surface by finding the intersection of the reference surface with the ray defined by $\vec{p}$ and $\vec{n}_{\vec{p}}$, where $\vec{n}_{\vec{p}}$ is the normal vector in $\vec{p}$, thus
addressing the problem illustrated in Fig. 2a. For the same purpose, Kaneko et al. [22] proposed an M-estimation-based method for establishing correspondences, which allows for assigning different weights to different coordinate axes. Furthermore, a method called reverse calibration [23], [24] has been proposed: A given point on the mesh corresponding to the range image is projected onto the reference mesh from the point of view of the range camera. Other authors have introduced point-to-ray [25] or point-to-plane [2] metrics for addressing the same issue. Finally, Hansen et al. [26] applied the Mahalanobis distance [27] to allow for assigning anisotropic noise to the reference surface. One general problem associated with this and most other methods is the fact that they alter the convergence properties of the algorithm. Furthermore, none of the proposed methods allows incorporation of the covariance matrices of all input points into the correspondence computation.

2.3 Weighting

Several authors have also investigated assigning weights to point pairs in order to improve the robustness of the algorithm. The proposed methods range from assigning weights based on the interpoint distance [17], the compatibility of normals [13], or colors [17] or weighting based on the noise characteristics of a range camera [13]. However, the weighting is generally performed using scalar values or along certain directions of a common coordinate system [22], and none of the proposed methods incorporate covariance matrices in order to perform anisotropic, inhomogeneous weighting.

2.4 Outliers

As outliers have a large effect on methods based on least squares minimization, several methods have been proposed to detect and reject pairs that could have a negative effect on the registration result. Among others, rejection of the worst ξ percent [20], [28] pairs, rejection of pairs with a distance above a certain threshold [13], rejection of pairs on mesh boundaries [14], and rejection of pairs that are not consistent with neighboring pairs [25] have been proposed.

2.5 Error Metric and Minimization

In most algorithms, the sum of squared distances between corresponding points is minimized using one of the closed form solutions for determining the rigid transformation that minimizes this error (e.g., [29]). Alternatively, point-to-point metrics incorporating color [30] or point-to-plane metrics [7] were proposed. While closed form solutions for determining the rigid transformation that minimizes the mean-squared distance between corresponding points (e.g., [29]) exist, iterative optimization strategies must be applied for other error metrics such as the point-to-plane metric [7]. Several strategies have been proposed to improve robustness of the algorithm, including stochastic search using simulated annealing [7], [23], multiresolution strategies [31], using various randomly selected subsets in each step and choosing the optimum [15], and perturbing the points [32], [33] to prevent the algorithm from converging to only a local minimum. As already mentioned above, Estépar et al. [10] proposed a variant of the ICP algorithm that minimizes an FRE that accounts for anisotropic noise in the input data. As the standard closest point operator based on the euclidean distance is applied, however, convergence of the algorithm cannot be guaranteed.

2.6 Further Variants

One of the main drawbacks of the ICP is its quadratic complexity O(N^2) with the number of points N. Hence, various methods have been proposed for accelerating the algorithm by using kd-trees [32], closest point caching [32], a graphics processing unit (GPU) implementation [34], or parallelization on the central processing unit (CPU) [35], for example, when determining nearest neighbors. Other variants have investigated the incorporation of prior knowledge [36] and extending the ICP for nonrigid surface registration [18], [36], [37], [38], [39].

In conclusion, although some of the proposed variants address the issues associated with anisotropic localization errors to some extent, they are generally restricted to only a certain type/direction of uncertainty. To our knowledge, no method has been proposed so far that generalizes the original ICP such that prior knowledge can be integrated in a flexible manner and convergence can still be guaranteed.

3 Anisotropic ICP (A-ICP)

In general, the goal of the original ICP [6] algorithm is to find a rigid transformation that registers two shapes that can be represented by two point sets \( X = \{ \bar{x}_i \} \) and \( Y = \{ \bar{y}_i \} \). In the case of the original ICP, each iteration consists of two basic steps:

1. Establishing correspondences: For each \( \bar{x}_i \in X \) a corresponding point \( \bar{z}_i = C(\bar{x}_i, Y) \in Y \) is determined based on the euclidean distance \( C(\bar{x}_i, Y) = \arg \min_{\bar{y}_j \in Y} ||\bar{x}_i - \bar{y}_j|| \).
2. Computing the transformation: Based on the established correspondences, a rigid transformation represented by a rotation matrix \( \bar{R} \) and a translation vector \( \bar{t} \) is determined which minimizes the FRE, defined as root-mean-square (RMS) distance between corresponding points:

\[
FRE^2_{\text{ad}} = \sum_{i=1}^{N} \| (R \bar{x}_i + \bar{t} - \bar{z}_i) \|^2_2. \tag{1}
\]

The established transformation is then applied to the moving point set \( X \).

The fact that both steps of the algorithm lead to a decrease in the FRE ensures convergence of the algorithm (cf., Appendix A, which can be found in the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TPAMI.2011.248.). As already mentioned above, this procedure implicitly assumes that the input point sets are subject to isotropic zero-mean Gaussian noise. In this paper, we generalize the algorithm such that it can cope with anisotropic localization errors. For this purpose, we assume that the localization error in each point \( \bar{p} \in X \cup Y \) is normally distributed with zero-mean and a covariance matrix \( \Sigma_{\bar{p}} = V_{\bar{p}} \Sigma^{2}_{\bar{p}} V_{\bar{p}}^T \), where the columns of \( V_{\bar{p}} \) are the principal axes of the localization error and \( \Sigma^{2}_{\bar{p}} = \text{diag}(\sigma_{\bar{p},1}, \sigma_{\bar{p},2}, \sigma_{\bar{p},3}) \) is a diagonal matrix with \( \sigma_{\bar{p},j} \) representing the standard deviation
along the principal axis \( j \). Note that \( V_p^T \) denotes the transposed matrix of \( V_p \). In the following sections, we show how to incorporate these covariance matrices into both steps of the iterative algorithm (cf., Sections 3.1 and 3.2). We derive a formal description of the A-ICP (Section 3.4) and normalize the weighted FRE such that it compares to the FRE of the original ICP in the case of isotropic homogenous noise (Section 3.4). Finally, we introduce a variant of the A-ICP for registration of partially overlapping surfaces (Section 3.5) and present means for runtime optimization of the algorithm (Section 3.6).

### 3.1 Closest Point Operator

To determine the anisotropically weighted distance between two points \( \bar{x} \) and \( \bar{y} \) whose localization errors are assumed to be independent and represented by the covariance matrices \( \Sigma_x \) and \( \Sigma_y \) respectively, we determine the two-space cross covariance of the localization error as \( \Sigma_{xy} = \Sigma_x + \Sigma_y \) (cf., [40]). The anisotropically weighted distance between \( \bar{x} \) and \( \bar{y} \) can then be defined as the weighted euclidean distance

\[
d_{\text{new}}(\bar{x}, \bar{y}) = \|W_{\bar{xy}}(\bar{x} - \bar{y})\|_2, \tag{2}
\]

with the weighting matrix \( W_{\bar{xy}} = w\Sigma_{\bar{xy}}^{-1} \) and a normalization constant \( w > 0 \), which can be used for normalization of the weighted FRE, as shown in Section 3.4. Note that \( d_{\text{new}}(\bar{x}, \bar{y}) \) represents the Mahalanobis distance \([27]\) between \( \bar{x} \) and \( \bar{y} \) for the case that \( \bar{x} \) and \( \bar{y} \) are assumed to originate from a common multivariate Gaussian distribution with covariance matrix \( \frac{1}{w}\Sigma_{\bar{xy}}: d_{\text{new}}(\bar{x}, \bar{y})^2 = (\bar{x} - \bar{y})^T w^2(\Sigma_{\bar{xy}})^{-1}(\bar{x} - \bar{y}) \).

Based on the weighted distance, we compute the closest point \( \bar{y} = C_{\text{new}}(\bar{x}, Y) \) in a set of points \( Y \) to a given point \( \bar{x} \) as

\[
C_{\text{new}}(\bar{x}, Y) = \arg\min_{\bar{y} \in Y} d_{\text{new}}(\bar{x}, \bar{y}). \tag{3}
\]

Note that in the case of zero mean, identical, isotropic noise, we obtain covariance matrices \( \Sigma_x = \Sigma_y = \Sigma = cf \) for some scalar value \( c \) and hence a weighting matrix \( W_{\bar{xy}} = W = \frac{w}{\sqrt{2}}I \) for all points \( \bar{x}, \bar{y}, \) with \( I \) denoting the identity matrix. As a consequence, the new closest point operator yields the same result as the standard closest point operator \( C(\bar{x}, Y) = \arg\min_{\bar{y} \in Y} \| (\bar{x} - \bar{y}) \|_2 \).

### 3.2 Weighted Corresponding Point Registration

Each iteration of the generic ICP algorithm requires computation of an optimal rigid registration based on a set of corresponding points \( (\bar{x}_i, \bar{z}_i); i = 1 \ldots N_x, \) where \( \bar{z}_i \) represents a point in \( Y \). We apply an extension of a recently published algorithm [9], [40] for registering the two point sets \( X \) and \( Z = \{ \bar{z}_1, \ldots, \bar{z}_{N_x} \} \). The method assumes that the principal components of the localization error in each point are independent and normally distributed with zero means for both shapes, and it requires the associated covariance matrices \( \Sigma_{\bar{x}_i} \) and \( \Sigma_{\bar{z}_i} \) as input. The method iteratively minimizes the anisotropically weighted fiducial registration error (FRE weighted): \( \text{FRE}_{\text{weighted}} \):

\[
\text{FRE}_{\text{weighted}}^2 = \sum_{i=1}^{N} \left\| W_i (R \bar{z}_i + \bar{t} - \bar{z}_i) \right\|_2^2, \tag{4}
\]

where \( W_i \) is a function of the rotation matrix \( R \), \( W_i = w(R(\Sigma_{\bar{z}_i} + \Sigma_{\bar{x}_i})^{-1}) \), and \( w \) is a normalization constant. For this purpose, the rigid transformation is initialized by solving \( 4 \) for isotropic, homogenous noise (i.e., with all \( W_i \) set to \( I \)). The strategy of the algorithm is then to replace, at each iterative step, the exact, nonlinear problem of minimizing \( 4 \) with a simple, linear problem, which can be solved exactly by linear algebra. Details can be found in [9] and [40]. For this paper, we modified the algorithm such that the solution to the isotropic registration problem is only used as the initial estimate if it returns a better \( \text{FRE}_{\text{weighted}} \) than the identity transformation. Furthermore, if \( \text{FRE}_{\text{weighted}} \) increases in an iteration, the previous transformation is returned. This case will generally not occur, but the modification is necessary in order to guarantee convergence of the A-ICP, as shown in Appendix A, available in the online supplemental material.

### 3.3 Algorithm

Given the covariance matrices \( \Sigma_{\bar{x}} \) for each point \( \bar{x} \in X \cup Y \), the aim of the A-ICP algorithm is to find a rotation matrix \( R \) and a translation vector \( \bar{t} \) such that the following error metric is minimized:

\[
\text{FRE}_{\text{weighted}}^2(R, \bar{t}) = \sum_{i=1}^{N_{\bar{x}}} \left\| W_i (R \bar{x}_i + \bar{t} - \bar{y}_{idx(i)}) \right\|_2^2, \tag{5}
\]

where \( idx(i) \) is the index of the point \( \bar{y}_{idx(i)} = C_{\text{new}}(R \bar{x}_i + \bar{t}, Y) \) in \( Y \) and \( W_i = w(R(\Sigma_{\bar{z}_i} + \Sigma_{\bar{x}_i})^{-1}) \). This is achieved by iteratively 1) establishing point correspondences with the new closest point operator \( C_{\text{new}} \) given the current alignment of the data, and 2) computing a rigid transformation for mapping the current corresponding points using the modified corresponding point registration algorithm (cf., Section 3.2). In each iteration, the rigid transformation established is applied to transform the moving point set \( X \) and to propagate the associated covariance matrices.

The details are as follows:

1. Initialize variables: \( k = 1; X^1 = X; \text{FRE}_{\text{weighted}}^0 = \infty; R^0 = I; \bar{t}^0 = 0; \Sigma_{\bar{x}}^0 = \Sigma_{\bar{z}}; i = 1, \ldots, N_x \).

2. Compute the current corresponding points \( Z^k = \{ \bar{z}^k_i \}, i = 1, \ldots, N_z, \) with \( \bar{z}^k_i \in Y \) being the closest point to \( \bar{x}_i \in X^k \) according to the new distance measure:

\[
idx(i)^k = \arg\min_{j} d_{\text{new}}(\bar{x}_i^k, \bar{y}_j), \tag{6}
\]

\[
\bar{z}_i^k = \bar{y}_{idx(i)^k}. \tag{7}
\]

For this purpose, compute the current covariance matrix \( \Sigma_{\bar{x}}^k \), the current cross-covariance matrix \( \Sigma_{\bar{z}}^k \), the current weighting matrix \( W_{\bar{x}y}^{k-1} \), and the current distance \( d_{\text{new}}(\bar{z}_i^k, \bar{y}_j^k) \) for each transformed point \( \bar{x}_i^k \in X^k \) and each \( \bar{y}_j \in Y \) as follows:

\[
\Sigma_{\bar{x}}^k = R^{k-1} \Sigma_{\bar{x}}^{k-1} (R^{k-1})^T, \tag{8}
\]
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3. Compute the rotation matrix $R^k$, the translation vector $\tilde{t}^k$, and the registration error $FRE_{\text{weighted}}^k$ for mapping the point set $X^k$ onto the point set $Z^k$ using the weighted point registration algorithm described above with the covariance matrices $\Sigma^k_i = \Sigma_{\tilde{z}_i^k}$ and $\Sigma_{\tilde{x}_i^k}$.

$$ (R^k, \tilde{t}^k) = \arg \min_{R, \tilde{t}} \sum_{i=1}^{N_x} \| W_k^i (R\tilde{x}_i^k + \tilde{t} - \tilde{z}_i^k) \|^2_2, $$

(12)

$$ FRE_{\text{weighted}, k} = \sqrt{\frac{1}{N_x} \sum_{i=1}^{N_x} \| W_k^i (R^k\tilde{x}_i^k + \tilde{t} - \tilde{z}_i^k) \|^2_2}, $$

(13)

where $W_k^i$ is computed automatically by the algorithm

$$ W_i^k = w (R^k\Sigma_i^k (R^k)^{\dagger} + \Sigma_i^k)^{\dagger}. $$

(14)

4. Apply the rigid body transformation computed in the previous step to $X^k$ to obtain the transformed point set $X^{k+1}$ for the next iteration $k + 1$: $x_i^{k+1} = R^k x_i^k + \tilde{t}^k$.

5. If $|FRE_{\text{weighted}, k} - FRE_{\text{weighted}, k-1}| < \epsilon$ or the maximum number of iterations has been reached, terminate. Otherwise, set $k := k + 1$ and go to step 2.

It can be seen that if the covariance matrices are set to the identity matrix $I$ for all points, and $w$ is set to $w = \sqrt{\frac{2}{N_x}}$. the weighted FRE ($FRE_{\text{weighted}}$) (cf., 13) is identical to the RMS distance between corresponding points and thus to the FRE of the original ICP. Hence, the original formulation of the ICP is obtained. As an important property, the A-ICP can be guaranteed to terminate after a finite number of iterations, as shown in Appendix A, available in the online supplemental material.

3.4 Normalization of FRE

Generally, the size of $FRE_{\text{weighted}}$ is somewhat arbitrary, as already stated in [40]. In fact, it decreases with increasing variances of the points. For example, if we set all covariance matrices to $\Sigma = s^2 I$, we obtain the same weighting matrix $W = w (2s^2 I)^{-\frac{1}{2}} = w \frac{1}{\sqrt{2} s^2} I$ for all point pairs, and $FRE_{\text{weighted}}$ and $FRE_{\text{std}}$ (the FRE of the original ICP) are related by

$$ FRE_{\text{weighted}}^2 = \frac{N_w^2}{2s^2} FRE_{\text{std}}^2. $$

(15)

Consequently, the two FREs and thus the convergence thresholds for the original ICP and the A-ICP are not comparable, although both algorithms should produce the same result in this case (isotropic, homogeneous noise).

While the choice of $w$ has no influence on the corresponding points that are established or on the transformation that is computed by the corresponding point registration method, it may be used to normalize the weighted FRE. Setting it to

$$ w = s \sqrt{\frac{2}{N_x}} $$

(16)

makes the convergence thresholds for the original ICP and the A-ICP directly comparable for this case of isotropic, homogenous noise. For the general case (anisotropic, inhomogenous localization errors), Danilenkov and Fitzpatrick addressed the in the weighted corresponding points registration algorithm by requiring that

$$ \sum_{i=1}^{N_x} trace(W_i W_i^i) = 3. $$

(17)

However, we cannot apply this principle because corresponding points may potentially change from one iteration to the next, and we need to make sure that the same FRE is minimized in the steps establishing correspondences and computing the transformation. One solution to this problem is to normalize the covariance matrices such that their traces are identical, as discussed in Section 4.3. This implies, however, that we cannot give less weight to those points with higher variance when computing the transformation.

In order to be able to leave the covariances unmodified but still obtain comparable thresholds, we propose the following procedure. Initially, we compute the mean variances $\mu_X(\sigma^2)$ and $\mu_Y(\sigma^2)$ for both input point sets (each averaged over all three principal axes and all $N_x/N_Y$ points). If we then set $s = \frac{\sqrt{\mu_X(\sigma^2) + \mu_Y(\sigma^2)}}{3}$, $FRE_{\text{std}}$ and $FRE_{\text{weighted}}$ would again be related by 16 in the case of isotropic homogenous noise. Hence, if we set $w = s \sqrt{\frac{2}{N_x}}$, the convergence thresholds $\epsilon_{\text{std}}$ used for the original ICP roughly compares to the threshold $\epsilon_{\text{weighted}}$.

3.5 Trimmed Variant of the A-ICP

In its original form, the A-ICP requires the surface given by $X$ to represent a part of the surface given by $Y$ because a corresponding point is sought for each $x \in X$. In order to allow for registration of partially overlapping surfaces, we can modify the algorithm, following the idea of the trimmed ICP [28]. It is based on a parameter $\xi \geq 0$, called minimum overlap, which represents the minimum guaranteed portion of the data points that can be paired. After step 2 of the algorithm, we sort all weighted distances in increasing order and use only the best $\xi$ percent correspondences as input for step 3 of the algorithm. It can be proven that the convergence properties are not affected by doing this because both steps of the algorithm still decrease the weighted FRE. If we were to apply the described trimmed version of the A-ICP without any further changes, however, there could be a bias toward points with high variance. Consider two point pairs $(\tilde{x}_i, \tilde{z}_i)$ and $(\tilde{x}_j, \tilde{z}_j)$ with the same euclidean distance $\| \tilde{x}_i - \tilde{z}_i \|_2 = \| \tilde{x}_j - \tilde{z}_j \|_2$ but a different weighted difference $d_{\text{new}}(\tilde{x}_i, \tilde{z}_i) < d_{\text{new}}(\tilde{x}_j, \tilde{z}_j)$ due to higher variances associated with the first point pair. In the original
version of the A-ICP, the pair with higher variance would contribute less to the transformation than the second pair, which is generally a desirable property. However, in the trimmed A-ICP, the sorting of the distances could potentially lead to exclusion of the potentially more reliable second point pair, while the first pair would be within the set of best pairs due to its smaller weighted distance. This issue can be addressed by performing a weight normalization as described in Section 4.3.

3.6 Runtime Optimization
As already mentioned in Section 2, one of the main drawbacks of the ICP is the quadratic complexity of establishing correspondences, which, however, can be reduced to $O(N_\text{V} \log N_\text{V})$ by applying $k$d trees. Unfortunately, this concept cannot be directly applied to the A-ICP because weighted distances are required. To make the correspondence search more efficient, we initialize the A-ICP with the (faster) original ICP to determine a good starting pose for the iterative refinement. Furthermore, we propose constraining the search of the weighted nearest neighbor to a certain radius $r$ from the point of interest. For this purpose, step 2 of the proposed algorithm is modified such that weighted distances are only computed for pairs of points whose euclidean distance to each other is smaller than $r$. A $k$d tree is applied to determine those points $Y_k \subset Y$ that are located within a distance $r$ to a given point $p_i \in X_k$. If the weighted FRI is higher than in the previous iteration, the procedure is repeated with an increased radius $r := 2r$. This makes sure that $FRI_{\text{weighted}}$ never increases and convergence can be still guaranteed.

4 DERIVATION OF COVARIANCE MATRICES
As a reasonable choice of covariance matrices is crucial to the performance of the algorithm (remember that isotropic homogenous noise results in the original ICP), this section presents two representative detailed examples for deriving covariance matrices for a given application.

4.1 Accounting for Mesh Resolution
Let us assume that we want to rigidly register two surface meshes generated from two potentially different image modalities. As the original ICP implicitly assumes that the input point sets are observed with zero-mean, identical, and isotropic Gaussian noise, it requires corresponding points to correspond to the same physical location. This may lead to a suboptimal registration result, as illustrated in Fig. 1a. To compensate for this effect, we propose increasing the variance along the surface based on the Voronoi region of a point (cf., Figs. 1b and 3a). Intuitively speaking, our idea is as follows: Two points should get a small weighted distance if we can match them by moving them around within their Voronoi region. While a movement away from the original vertex position but along the surface should only result in a small increase in the distance, movements away from the surface should increase the distance significantly.

To define the covariance matrix for a point $p$ based on this idea, we need to determine three principal axes arranged in the columns of a matrix $V_p$ and a diagonal matrix $S_p = \text{diag}(\sigma_{p,1}, \sigma_{p,2}, \sigma_{p,3})$ with $\sigma_{p,j}$ representing the standard deviation along the principal axis $j$ ($\sigma_{p,1} \geq \sigma_{p,2} \geq \sigma_{p,3}$). The covariance matrix of $p$ can then be set to $\Sigma_p = V_p S_p V_p^T$. The following two paragraphs describe two different methods for defining $V_p$ and $S_p$. In both methods, one principal axis is set along the surface normal $n_p$ with variance $\sigma^{\text{normal}}_p$ while the two remaining principal axes are set perpendicular to $n_p$ with variances $\sigma^2_{\text{surf,1}}$ and $\sigma^2_{\text{surf,2}}$.

4.1.1 Voronoi-Based Method for Covariance Matrix Computation (CM_VORONOI)
The two principal axes representing the localization error along the surface are set perpendicular to $n_p$ in an arbitrary fashion and assigned the same variance $\sigma^2_{\text{surf,1}} = \sigma^2_{\text{surf,2}}$, which is derived from the Voronoi region of $p$ as follows: Consider two different vertices $\tilde{p}_i$ and $\tilde{p}_j$, each located on a flat part of a mesh. Let us further assume the Voronoi areas $A_{\tilde{p}_i}$ and $A_{\tilde{p}_j}$ to be approximately square-shaped, with edge length $r_i = \sqrt{A_{\tilde{p}_i}}$ and $r_j = \sqrt{A_{\tilde{p}_j}}$, as illustrated in Fig. 3a. Now, if $r_i$ and $r_j$ are related by a constant $c$, i.e., $r_i = c \cdot r_j$, we want the standard deviations along the surface, $\sigma_{\text{surf}}(\tilde{p}_i)$ and $\sigma_{\text{surf}}(\tilde{p}_j)$, to be related by the same factor. This can be achieved by setting the sum of the variances $\sigma^2_{\text{surf}}$ for each vertex $\tilde{p}$ proportional to $A_{\tilde{p}}$:

$$\sigma^2_{\text{surf}} + \sigma^2_{\text{surf}} = \beta^2 A_{\tilde{p}}, \quad (18)$$

where $\beta$ is a scaling factor because this implies $\sigma_{\text{surf}} = \frac{\beta}{\sqrt{2}} r$. The standard deviations of the vertices from our example, $\sigma_{\text{surf}}(\tilde{p}_i)$ and $\sigma_{\text{surf}}(\tilde{p}_j)$, would thus be related by

$$\sigma_{\text{surf}}(\tilde{p}_i) = \frac{\beta}{\sqrt{2}} r_i = \frac{\beta}{\sqrt{2}} c \cdot r_j = c \cdot \sigma_{\text{surf}}(\tilde{p}_j). \quad (19)$$

If we assume our mesh to be noise free, we could further set $\sigma_{\text{normal}} = 0$. It is well known that the trace of a square matrix equals the sum of its eigenvalues; hence, the trace of a covariance matrix equals the sum of the variances along the individual principal axes. Consequently, (18) requires the trace of $\Sigma_p$ to be proportional to the Voronoi area:

$$\text{trace}(\Sigma_p) = \beta^2 A_{\tilde{p}}. \quad (20)$$

Let us now generalize this idea to the case where the Voronoi region of a point $p$ is not necessarily located on a plane. In the previous example, our idea was to account for the high-localization error along the surface by using a high
variance in the direction perpendicular to the surface normal. While this procedure is reasonable in flat surface regions, it does not produce the desired result in regions with high curvature, as illustrated in Fig. 3. The reason is that if we move a point strictly perpendicularly to the surface normal, we do not really stay on the surface. For this reason, we introduce a scaling factor \( \alpha \in [0; 1] \) which relates the variance along the surface normal \( \sigma_{\text{normal}}^2 \) with the variance along the surface \( \sigma_{\text{surface}}^2: \sigma_{\text{normal}} = \alpha \cdot \sigma_{\text{surface}} \). Typically, we will set \( \alpha \) to a value close to 0, indicating that the localization error occurs primarily perpendicularly to the surface normal. Alternatively, \( \alpha \) can be set individually for each vertex, based on the curvature at that point, for example. Motivated by the example related to Fig. 3a, we keep the Voronoi area as a measure of the variance in a vertex \( \tilde{p} \) by requiring 20 to hold. Due to this normalization, we can initialize \( \sigma_{\text{surface}} \) with an arbitrary value, e.g., \( \sigma_{\text{surface}} = 1 \) mm. It is worth noting that if the same method for covariance computation is used for both input meshes, the scaling factor \( \beta \) has no influence on the registration result and can thus be set to a standard value \( \beta = 1 \).

### 4.1.2 Principal Component Analysis (PCA)-Based Method for Covariance Matrix Computation (CM_PCA)

The previous method uses arbitrary axes along the surface. The aim of this method for covariance computation is to account for different spreads of neighboring vertices in different directions as follows: One principal axis of localization error is set in the direction of the surface normal \( n_\tilde{p} \) and all vertices in the closed neighborhood of \( \tilde{p} \) are projected onto the plane with normal \( n_\tilde{p} \) that passes \( \tilde{p} \). Next, a PCA is performed on the projected points to obtain the second and third principal axes of localization error. The variance representing the localization error along a given principal axis is then set to the variance obtained from projecting all vertices in the closed neighborhood of \( \tilde{p} \) onto that axis and multiplied by a scaling factor \( \beta \). Again, if the same method for covariance computation is used for meshes, the scaling factor \( \beta \) has no influence on the registration result and can thus be set to a standard value \( \beta = 1 \).

### 4.2 Accounting for Noise in Time-of-Flight (ToF) Cameras (CM_TOF)

It is well known that range cameras (e.g., ToF cameras) have a much higher localization uncertainty in the direction of view of the camera than orthogonal to that direction [8]. Based on the standard pin-hole camera model, this issue can be accounted for by setting the first principal axis of noise along the ray connecting the imaged object point \( \tilde{x} \) to the center of the associated chip pixel (on the image plane) and assigning a high variance \( \sigma_{\text{ray}}^2 \) in that direction. The remaining two principal axes are set orthogonal to that ray (in an arbitrary fashion) with a small variance \( \sigma_{\text{lateral}}^2 \). The standard deviation \( \sigma_{\text{ray}} \) along the ray can, for example, be set to a constant value depending on the distance of the object being examined from the camera or be estimated from a set of distance images as described in [41]. This method for covariance computation will be referred to as CM_TOF. It will typically be combined with one of the methods for covariance matrix computation described previously when matching a ToF surface to a reference surface. In this case, the scaling factor \( \beta \) of CM_VORONOI and CM_PCA weighs the influence of the covariance matrices addressing mesh resolution relative to the influence of the covariance matrices addressing the noise in ToF cameras.

### 4.3 Normalization of Covariance Matrices

All of the methods described for covariance computation potentially lead to an unequal distribution of variances among the points. As a higher variance decreases the weighted distance between points, this effect may not be desirable. For example, in the trimmed version of the A-ICP, there would be a bias toward points with high variance, as discussed in Section 3.4. One way to overcome this issue to some extent is to normalize the covariance matrices such that they represent the same amount of variance. As already mentioned above, the trace of a covariance matrix equals the sum of the variances along the individual principal axes. We can thus normalize the covariance matrices by requiring their traces to be identical:

\[
\text{trace}(\Sigma) = c, \quad \tilde{p} \in X \cup Y. \quad (21)
\]

This implies that we assume the localization error in \( \tilde{p} \), often referred to as fiducial localization error (FLE), to be the same for all points \( \tilde{p} \) (i.e., \( \langle FLE_\tilde{p}^2 \rangle = \text{trace}(\Sigma) = c \)), while we allow their anisotropies to vary. Furthermore, the normalization has another desirable side effect. As already mentioned in Section 3.4, the size of the weighted FRE is somewhat arbitrary because it decreases with increasing variances. Let us now assume that we normalize all covariance matrices such that their traces are equal to \( c \). The mean variance averaged over all points \( \tilde{x} \in X \) and all their principal axes will then be

\[
\mu_\tilde{x}^2(X) = \frac{1}{3N_x} \sum_{i=1}^{N_x} \sum_{k=1}^{3} \sigma_{\tilde{x}_k}^2 = \frac{1}{3N_x} \sum_{i=1}^{N_x} \text{trace}(\Sigma_{\tilde{x}}) = \frac{c}{3}. \quad (22)
\]

Analogously, one can show that the mean variance \( \mu(Y) \) averaged over all points \( \tilde{y} \in Y \) is \( \frac{c}{5} \). Consequently, if we set \( w = \sqrt{\frac{2c}{5N_y}} \), we obtain comparable convergence thresholds for the ICP and the A-ICP.

### 5 Experiments and Results

We performed a range of experiments to evaluate the performance of our algorithm in the context of whole surface registration (Section 5.1), partial surface registration (Section 5.2), and registration of partially overlapping surfaces (Sections 5.3 and 5.4). Furthermore, the runtime of the algorithm (Section 5.5) and its convergence properties (Section 5.6) were assessed. For all experiments, we used our own C++-based implementation of the A-ICP, which was successfully integrated into the Medical Imaging Interaction Toolkit (MITK) (www.mitk.org). The implementation of the original ICP by The Visualization Toolkit (VTK), which makes use of kd-trees [32] for correspondence search, served as a basis for comparison.
5.1 Whole Surface Registration

In this experiment, we used publicly available surface meshes from three different shapes: the well-known Stanford 
Bunny, the statue Laurana, and a landscape, referred to as Montblanc (cf., Fig. 4). All meshes were moved to the origin and (if necessary) scaled such that they had realistic sizes in mm. For each shape, a set of targets distributed within the object were then defined and two different decimations, consisting of approximately 1,000 and 3,000 vertices, respectively, were generated with the quadric edge collapse decimation method provided by MeshLab. Let \( T(x, y) \) denote the rigid transformation that represents a translation by \( x \) along each coordinate axis and a rotation about \( y \) about each axis. In this experiment, the transformation \( T(20 \text{ mm}, 20^\circ) \) was applied to the higher resolution meshes (i.e., the ones with 3,000 vertices) of the Bunny and Laurana while \( T(20 \text{ m}, 20^\circ) \) was applied to Montblanc.

Both the original ICP and the A-ICP (with initialization by the ICP) were then applied to register different surfaces of the same shape in pairs. The A-ICP was applied with both methods of covariance computation introduced in Section 3.4 in order to make the thresholds for the ICP and the A-ICP comparable. After convergence of the algorithms, the target registration error (TRE), which we defined as the RMS distance between the estimated target position and the corresponding ground truth position, was determined. The same experiment was then performed with noisy variants of the applied meshes. For this purpose, we applied Gaussian noise along all vertex normals, using a standard deviation of 1 m for Montblanc and of 1 mm for both other shapes.

The results of the experiments with whole surfaces are presented in Figs. 5 and 6. The mean decrease in TRE averaged over all meshes was 78 percent (CM_VORONOI, \( \alpha = 0.1 \)) and 72 percent (CM_PCA) in the case of the ideal meshes and 56 percent (CM_VORONOI, \( \alpha = 0.3 \)) and 50 percent (CM_PCA) for the noisy meshes. Fig. 6 further shows the results for the CM_VORONOI method as a function of the parameter \( \alpha \in [0; 1] \). The mean number of iterations required by the original ICP was 48 (without noise) and 49 (with noise), while the A-ICP used an additional number of six iterations averaged over all cases.

5.2 Partial Surface Registration

One of the key challenges related to computer-assisted medical interventions is the registration of intraoperative patient data with preoperative data. One increasingly popular approach to achieve this is to acquire surface data during the intervention using a laser scanner [3], for example, and to match the resulting partial surface mesh with a corresponding mesh extracted from 3D medical imaging data.

In this experiment, we used three data sets generated from human bodies: an Abdomen and a Knee segmented from computed tomography (CT) data, as well as the Head of a publicly available Torso (cf., Fig. 4). For each mesh, an ideal ToF image was created with an approximately ventral view of the camera on the patient. Based on the ideal depth map, a noisy partial surface was generated with the simulation framework presented in [41]. All reference meshes were then decimated so that they featured about 2,500 vertices and transformed with the transformation \( T(20 \text{ mm}, 20^\circ) \). In the case of the Abdomen and the Knee, the partial surfaces were cut to ensure that only part of the visible body parts’ surfaces was captured with the virtual ToF camera, which led to a more challenging registration task. Both, the original ICP and the A-ICP (with initialization by the ICP) were then applied to register the partial ideal and noisy ToF surfaces with the whole surfaces. In the case of the ideal images, the methods CM_PCA and CM_VORONOI were used for both methods with the default parameter \( \alpha = 0.1 \). For the noisy ToF surfaces, the CM_PCA method (used for both meshes) and the CM_TOF method combined with CM_VORONOI or CM_PCA were applied. For CM_TOF, the standard deviation along the camera ray for a given object distance was obtained from the simulation framework described in [41], while \( \sigma_{lateral} \) was set to 0.1 mm as proposed in [41]. Furthermore, CM_VORONOI and CM_PCA were used for the reference surfaces with the default values \( \beta = 2 \) for homogenous surfaces (here: Skin and Knee) and \( \beta = 1 \) for surfaces

3. Provided by the Institute of Information Science and Technologies (IST, Pisa, Italy).
4. Provided courtesy of DISI (Department of Computer and Information Science, University of Genova, Italy) by the AIM@SHAPE Shape Repository.
5. The original shapes are provided without units and fit into the unit sphere.
6. meshlab.sourceforge.net.
7. Provided courtesy of Alexandre Olivier-Mangon and George Drettakis (Institut National de Recherche en Informatique et en Automatique (INRIA), Nice, France) by the AIM@SHAPE Shape Repository, http://shapes.aim-at-shape.net.
featuring curved regions (here: Head). Note in this context that the problem illustrated in Fig. 2a occurs primarily in curved regions. Again, we performed a normalization of the weighted FRE according to Section 3.4 and used a convergence threshold of $\epsilon = 10^{-5}$ mm for both methods. After convergence of the algorithms, the TRE was determined as in the previous experiment.

The results of this experiment are given in Fig. 7. The mean decrease in TRE averaged over all meshes without noise was 86 percent for both methods (CM_VORONOI and CM_PCA). In the case of the noisy ToF images, the mean decrease in TRE ranged from 68 to 80 percent. The mean number of iterations required by the original ICP for these experiments was 122 (ideal) and 136 (noisy). Application of the A-ICP required an additional number of 15 (CM_VORONOI) and 16 (CM_PCA) iterations for the ideal meshes and an additional number of 28 (CM_TOF and CM_VORONOI), 35 (CM_TOF and CM_PCA), and 42 (CM_PCA and CM_PCA) iterations in the case of the noisy meshes.

5.3 Registration of Partially Overlapping Surfaces

Many applications require registration of partially overlapping surfaces. For example, if we look at our previous example, the range image of the Abdomen or the Knee may potentially represent a larger portion of the body than the CT image. To address this issue, we cut the reference shapes such that only a partial overlap between the ToF surfaces and the reference surfaces was obtained, as shown in Fig. 9c. The experiment described in the previous section was then repeated with trimmed versions (overlap: 70 percent for the Abdomen and 50 percent for the Knee) of the ICP and the A-ICP. All methods were applied with and without covariance normalization (cf., Section 3.4).

The results of this experiment are shown in Fig. 8. The mean decrease in TRE averaged over all meshes without noise was about 96 percent. In the case of the noisy ToF images, the mean decrease in TRE ranged from 72 to 79 percent. For the normalized variant, we obtained similar results (not shown here). The mean number of iterations required by the original ICP for these experiments was 578 (ideal) and 552 (noisy). Application of the A-ICP required an additional number of 5 (CM_VORONOI) and 7 (CM_PCA) iterations for the ideal meshes and an additional number of 19 (CM_TOF and CM_VORONOI), 18 (CM_TOF and CM_PCA), and 39 (CM_PCA and CM_PCA) iterations in the case of the noisy meshes. Fig. 9 shows a registration result for the Abdomen with 50 percent overlap.

5.4 Stitching

One important application for registration of partially overlapping surfaces is the reconstruction of a 3D model from a set of range images, also referred to as stitching. To evaluate the performance of the A-ICP algorithm for this purpose, we simulated three range images of the statue Laurana, representing a pose of $-90$, $0$, and $90$ degrees.
relative to the virtual range camera. We then applied the trimmed version of the ICP and A-ICP for registering the partial surfaces using an overlap of $\xi = 50$ percent. The results are shown in Figs. 9d and 9e. Application of the A-ICP led to a decrease of the TRE by 97 percent (CM_PCA, TRE 0.3 mm) and 98 percent (CM_PCA, normalized, TRE 0.2 mm) compared to the original ICP (TRE 9 mm).

5.5 Runtime Assessment

To demonstrate the suitability of our method for runtime optimization, we repeated two of the previous experiments (whole surface registration with the Bunny and partial surface registration with the Head) with a varying search radius. Registration of the Bunny (approximately 1,000 and 3,000 vertices) took 200 s without runtime optimization and 600 ms with runtime optimization (search radius: 1 cm). Registration of the Head (about 5,000 and 2,500 vertices) took 1,650 s (i.e., about 28 min.) versus 6 s. In both cases, this corresponds to a decrease in runtime by a factor $>100$. The corresponding computing times for the original ICP were approximately 100 and 800 ms, respectively. Fig. 10 shows the mean time per iteration of the A-ICP with runtime optimization as a function of the search radius for both meshes.

5.6 Convergence

In the above experiments, we always initialized the A-ICP with the original ICP algorithm for the purpose of runtime optimization. To demonstrate the favorable convergence properties of the A-ICP, we repeated some of the experiments described in Sections 5.1-5.3 without ICP initialization and with different initial alignments $T(x \text{ mm}, x^\ast)$ (c.f., Section 5.1). We used the Bunny without noise for whole surface registration, the Abdomen for partial surface registration, and the Knee for registration of partially overlapping surfaces. Starting with no misalignment, i.e., $x = 0$, we successively increased $x$ by 10 (millimeters and degrees, respectively) until both the original and the A-ICP, failed to converge to a pose close to the optimum (TRE < 10 mm). For the A-ICP, we used the covariance method CM_PCA for both shapes in all experiments and no search radius. The results of the experiment, presented in Table 1, show that the A-ICP is much more robust with respect to the initial misalignment. Furthermore, it requires considerably fewer iterations (typically 50 percent less).

6 Discussion

In this paper, we presented a variant of the ICP that accounts for anisotropic and inhomogenous localization errors. We showed how to normalize the defined weighted FRE such that it is comparable to the FRE of the original ICP and proved that the defined cost function decreases in every iteration. Furthermore, we described how to apply the algorithm for robust fine registration of surface meshes. An evaluation using publicly available surface meshes as well as a set of meshes extracted from medical imaging data showed a dramatic increase in accuracy compared to the original ICP, especially in the case of partial surface registration.

The two methods for accounting for mesh resolution, namely, CM_VORONOI and CM_PCA, yielded similar results. The main advantage of the PCA-based method is that it accounts for different spreads of the vertices along the surface and that it requires no parameters. Furthermore, it is potentially more robust to noise because it adjusts the variance along the surface normal depending on the distribution of the vertices. The Voronoi-based method, on the other hand, is simple to implement and computationally very efficient. Despite the excellent results of both methods, one might argue that in this particular scenario, it would make more sense to use the covariance matrices for computation of the transformation only, and apply the standard euclidean distance for establishment of correspondences because the covariance matrices do not actually represent noise in the data (cf., Fig. 1a). In that case, however, there would no longer be any guarantee of convergence of the algorithm. One possibility to address this issue is to normalize all covariance matrices such that they represent the same amount of variance as described in Section 4.3. However, we did not generally obtain better results with this method. In fact, not even in the case of the trimmed A-ICP did the normalization yield an improvement. One possible explanation for this is that point pairs with high variance contribute more to the transformation after the normalization process, which is generally not desirable. Hence, this
negative effect may cancel out the positive effect of the normalization on the selection of correspondences.

When registeringToF data, theToF specific method CM_TOF combined with CM_PCA or CM_VORONOI yielded results similar to those yielded by the PCA method applied to both surfaces. The results were similar, although the noise in theToF data was modeled quite accurately [41]. One possible explanation for this phenomenon is the fact that theCM_TOF method requires a scaling factor $\beta$ to be set for the covariance method of the reference surface. Although the registration result was very robust with respect to the choice of $\beta$, we observed that with the optimal $\beta$, CM_TOF could always outperform CM_PCA. Further investigation of the parameter could thus lead to an even better registration result. On the other hand, theCM_TOF method is rather complicated compared to theCM_PCA method, for example, because it requires the intrinsic camera parameters of the device that was used to record the data as well as the noise characteristics of the camera as input. Note, in this context, that CM_PCA could readily be applied to range data obtained from a different modality without specifying the error characteristics (e.g., a structured light system, which typically yields higher errors in camera direction as well). Furthermore, CM_TOF cannot be applied for registering two (partially overlapping)ToF surfaces because in the current version, the resolution of theToF mesh is not taken into account. Note that the intervertex distance in surfaces generated fromToF range images generally increases with 1) an increasing angle of the surface relative to the image plane, 2) an increasing distance of the object under observation from the camera, and 3) an increasing distance from the ray representing the center pixel. For all these reasons, we recommend theCM_PCA method for registration ofToF data.

Despite the promising results of our study, one might argue that one could obtain similar results for the original ICP by upsampling and denoising the meshes. Although this would be computationally expensive, the runtime of the ICP with these improvements might still be better than that of theA-ICP. While this is a valid objection, it is only relevant to some extent because 1) as we are dealing with discrete surface data, there will always be some remaining uncertainty along the surface that is worth being accounted for, and 2) there is a lot of room for improving runtime. The most obvious extension is the parallelization of the nearest neighbor search based on a GPU implementation. Furthermore, the multicore technology of state-of-the-art personal computers could be used to parallelize various modules of the software (computation/propagation of covariance matrices, transformation of moving points, etc.). In addition, the convergence threshold for the original ICP could be increased, reflecting the fact that we do not need an optimum registration result with respect to the unweighted FRE, but only a good guess at initialization of theA-ICP. Similarly, in each iteration, the convergence threshold for the weighted corresponding point registration (cf., Section 3.2) could be increased because we do not necessarily need an optimal transformation while the correspondences are changing. Alternatively, decreasing the maximum number of iterations of the weighted corresponding point algorithm could decrease the runtime. Furthermore, it should be noted that weighting matrices computed by the corresponding point registration algorithm in iteration $k$ can be reused for nearest neighbor computation in iteration $k + 1$ of theA-ICP. Finally, as the proposed method is able to account for the mesh resolution, it is potentially robust to downsampling of meshes, which, in turn, would decrease runtime. Based on these optimizations, it may even be beneficial to apply theA-ICP without initialization by theICP (which is currently done for the purpose of runtime optimization). In fact, our experiments show that the convergence properties of theA-ICP are generally better than that of the original ICP with respect to the number of iterations.

It is worth mentioning that this paper investigated registration of meshes that essentially represented the same shapes—deformations or systematic errors have not yet been taken into account. Hence, future work includes rigid registration of meshes that are subject to systematic errors. Furthermore, it could be argued that we should have compared theA-ICP to one of the more recently proposed variants of the ICPas opposed to theoriginal one. One reason for this was that convergence played an important role in the development of our algorithm, and only very few ICP variants can be guaranteed to converge. Those that do have not generally been designed to address anisotropic localization errors. Nevertheless, we are planning to compare our algorithm with different variants of theICP (e.g., [21]) as well as with other methods proposed for fine surface registration (e.g., [42]) in an application-specific manner, i.e., with the aim

<table>
<thead>
<tr>
<th>Shape</th>
<th>Method</th>
<th>T0</th>
<th>T10</th>
<th>T20</th>
<th>T30</th>
<th>T40</th>
<th>T50</th>
<th>T60</th>
<th>T70</th>
<th>T80</th>
<th>T90</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bunny</td>
<td>ICP</td>
<td>0.3(14)</td>
<td>0.6(27)</td>
<td>0.6(35)</td>
<td>0.4(38)</td>
<td>0.6(42)</td>
<td>0.5(50)</td>
<td>0.5(53)</td>
<td>0.5(58)</td>
<td>0.5(92)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A-ICP</td>
<td>0.1(7)</td>
<td>0.1(14)</td>
<td>0.1(16)</td>
<td>0.1(20)</td>
<td>0.1(24)</td>
<td>0.1(27)</td>
<td>0.1(33)</td>
<td>0.1(38)</td>
<td>0.1(46)</td>
<td>0.1(52)</td>
</tr>
<tr>
<td>Abdomen</td>
<td>ICP</td>
<td>1.9(41)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>A-ICP</td>
<td>1.0(7)</td>
<td>1.4(90)</td>
<td>2.4(110)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knee</td>
<td>ICP</td>
<td>0.3(16)</td>
<td>1.5(193)</td>
<td>1.5(370)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>A-ICP</td>
<td>0.4(19)</td>
<td>0.4(83)</td>
<td>0.3(145)</td>
<td>0.4(245)</td>
<td>0.4(305)</td>
<td>0.4(329)</td>
<td>0.4(348)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*"represents a TRE > 10 mm.
of selecting the best performing algorithm for a given application. For this purpose, our software will be available for download upon publication of this paper at www.mitk.org/wiki/projects/AnisotropicICP.

In conclusion, we proposed a generalization of the ICP that keeps the main advantages of the original ICP algorithm, namely, the guaranteed convergence, the general applicability in various fields, and the straightforward implementation, while targeting one of the key issues: the assumption of isotropic localization errors in the input data. In all our experiments, registration accuracy was improved considerably, which confirms the robustness of the method. Because of its flexibility in incorporating prior knowledge, its convergence properties, and the dramatic improvement in accuracy compared to the original ICP, we consider our generalization of the ICP to be an important work in the context of fine surface registration. As point-based surface registration is a central component in various settings, the potential impact of the proposed method on future applications is high.
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